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Abstract

Formalizing and Testing Computational Cognitive Models of Social Collaboration

by

Vael Gates

Doctor of Philosophy in Neuroscience

University of California, Berkeley

Professor Thomas L. Griffiths, Co-chair

Professor Anne G. E. Collins, Co-chair

The greatest human achievements are never completed alone. However, social interaction is com-
plex and successful collaboration even more so. Tremendous amounts of information and process-
ing are involved in predicting, interpreting, and working with others. These calculations are im-
plicit, deeply embedded in the human psyche and not easily accessible for analysis or improvement.
Knowing what algorithms the mind is solving when collaborating with others would be invaluable,
both for our own knowledge and improvement of social collaboration between people, and to re-
construct these algorithms in systems outside ourselves. People increasingly interact with artificial
intelligence systems, and developing models of social interaction could enable these systems to seam-
lessly assist us. This premise motivates my work: that by understanding the algorithms behind social
collaboration, we can improve interactions between people, and between people and machines.

In this dissertation, I formalize and test computational models of collaboration, focusing on
three problem areas. First, I investigate how people collaborate in recalling information. Though
one might expect memory to be a solitary venture, researchers have long studied the differences
in how people recall information in groups compared to alone, though only for small group sizes.
Luhmann and Rajaram (2015) hypothesized mechanisms of large-scale recall using an agent-based
model. I test the predictions of this model with an empirical experiment recruiting thousands of
participants. Second, I investigate another key component of collaboration: people’s intuitive judg-
ments of how shared resources should be allocated among people with different preferences. I col-
lect empirical data from participants under a number of decision conditions, then use an inverse
reinforcement learning model to determine what underlying mathematical fairness principles char-
acterize people’s choices. Third, I investigate how people infer others’ preferences, a key component
of collaboration. My coauthors and I present a rational model for inferring preferences from re-
sponse times, using a Drift DiffusionModel to characterize how preferences influence response
time and Bayesian inference to invert this relationship. We then compare the model’s predictions to
collected empirical data. These three case studies comprise novel models of social interaction, tested
with behavioral experiments, aimed at improving human and technological collaboration.
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Dedicated to all the people whomade this PhD possible. (And LATEX, which I ap-
preciate a lot and also is finicky enough that including this dedication page is
definitely the right move for ensuring the page numberingworks out.)
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Chapter 0

0
Introduction

We live in a complex world, which we navigate with the help of others. However, social interaction
itself is complex and often implicit. How do we think differently in the presence of others? How
do we navigate situations where people’s preferences differ? How can we infer what others think?
These questions are some of many that people intuitively understand and act upon as they coop-
erate with each other. Yet as as we move into an age where people increasingly cooperate not only
among themselves, but with artificial intelligence systems (e.g., Chandrasekaran & Conrad, 2015;
Fong et al., 2003; Severinson-Eklundh et al., 2003; Wang et al., 2020; Wilson &Daugherty, 2018),
having an explicit understanding of what “collaboration” means to people becomes increasingly
useful. Specifically, having an explicit computational description of the tasks and algorithms we
use when we collaborate with each other can help us improve our teamwork: between humans, and
when humans are collaborating with artificial intelligence systems. These dual goals—improving
collaboration between humans, and improving collaboration between humans and machines—
motivate the work that follows, which manifests the drive to deeply and explicitly understand the
algorithms behind social collaboration.

In this dissertation, I focus on three specific problem settings in the large space of necessary com-
ponents of successful collaboration. For each of these areas, I formalize or test computational cog-
nitive models of social interaction. I approach this work from the lens of computational cognitive
science (Chater et al., 2006; Gershman et al., 2015; Griffiths, 2015; Griffiths et al., 2010; Griffiths
et al., 2008; Perfors et al., 2011; Tenenbaum et al., 2006; Tenenbaum et al., 2011). More specifi-
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cally, I combine probabilistic models with empirical data from crowdsourced experiments. This
work builds on previous research using Bayes’ rule to invert decision-making models (Baker et al.,
2017; Baker et al., 2009; Jara-Ettinger et al., 2016; Jern et al., 2017; Kiley Hamlin et al., 2013; Lucas
et al., 2014). It is highly interdisciplinary, spanning areas of collaborative memory, artificial intelli-
gence, robotics, and behavioral economics as well as social cognitive science. In each of my problem
settings, I aim to elucidate the algorithms people use to collaborate, so that we may improve collab-
oration between people, and gain the ability to embed these mathematical descriptions in artificial
systems that cooperate with people seamlessly.

I focus on the following three questions, formalizing and testing computational cognitive models
of social collaboration within these problem settings. I ask:

• How does collaborating with others modify how we recall information?

• How do we decide what is best when people have different preferences?

• How do we make inferences about others’ preferences from their actions?

In Chapter 1, I investigate the first question, aiming to understand how people remember and
interact with information differently when they are collaborating or alone. Researchers have found
that people’s ability to recall words differs if they are in small groups versus by themselves, but re-
searchers had not investigated this effect for large groups due to logistical difficulties. I examine
collaborative memory in large groups using a large-scale online study, and compare my empirical
results to a computational model that had been hypothesized to describe both small and large group
behavior. In Chapter 2, I investigate another key component of social collaboration, modeling our
intuitive senses of what to do when trying to satisfy people with different preferences. People are
often in environments where they can provide a resource for other people, but the recipients each
have different preferences over the resource options: for example, a teacher choosing between field
trips that different children would enjoy, or a government choosing between aid programs that
would affect different citizens. In this work, I quantitatively describe people’s intuitions for what
should be done. This information can be applied to current-day collaborative environments, and
also has applications if these decisions become automated in the future (e.g. self-driving cars choos-
ing destinations for a family). Finally, in Chapter 3, I address how we make inferences about others’
preferences from their actions, a required element in collaborating with others. People can know
much more about another’s preferences than what is said: for example, if you ask someone on a
date, and they say “Yes!” instantaneously compared to “...yes!”, you can infer something about their
preferences from that response time. I and my coauthors create a rational model describing these
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inferences about other people’s preferences from their response times, and collect empirical data to
test the model’s predictions.

I approached each of these problem areas with computational cognitive science methodology:
starting from or developing a computational model of a cognitive phenomenon, and testing that
model’s predictions with empirical data. Computational models are very comprehensible, succinct
representations of cognitive processes that condense our understanding of intuitive mechanisms.
Just as importantly, computational models can be unambiguously tested, if novel human experi-
ments are developed and completed to test their predictions. The use of inverted generative models
based on Bayesian inference, combined with behavioral experiments, has been promising for describ-
ing our implicit cognitive algorithms, and combining insights into more comprehensive models.
Having these techniques let us address the questions above with new lenses and insight, and the
experiments we developed could not have been completed at all with these tools and framework.

Consider the content described in Chapter 1, “Memory transmission in small groups and large
networks: an empirical study.” Collaborative memory had been extensively studied in small groups
(Rajaram & Pereira-Pasarin, 2010), but it was not practically feasible to study people’s recall in large
groups. A model was developed to formalize the mechanisms hypothesized to be underlying col-
laborative memory (Luhmann &Rajaram, 2015), which gave concrete predictions for what would
happen in large groups. By testing that model and showing that the empirical results did not match
those predicted, we demonstrated that researchers do not yet have a complete understanding of
the mechanisms of collaborative memory. In other words, the model was a concrete and succinct
summary of hypothesized mechanisms, an empirical study testing its predictions showed it did not
completely capture reality, and this mismatch provides important evidence to be incorporated in
the next, more accurate set of hypotheses we develop for the cognitive mechanisms underlying col-
laborative memory. Even without delving into the impressiveness and advantages of crowdsourced
large-scale studies (enabled by the intersection of cognitive science and computer science), the pro-
cess of formulating and testing a computational cognitive model of social interaction was very useful
as applied to testing our understanding of collaborative memory.

Taking a computational cognitive approach was also key to answering the question in Chapter 2,
“How do we decide what is best when people have different preferences?” This work drew upon var-
ied previous research, most relevantly previous empirical studies of people’s preferences concerning
fair allocation, operationalized using mathematical formalizations of fairness (Engelmann & Strobel,
2004; Fehr & Schmidt, 2006; Herreiner & Puppe, 2007; Yaari & Bar-Hillel, 1984), and the frame-
work of “inverse reinforcement learning” from computer science (Ng &Russell, 2000), which al-
lows inference of goals from actions. We connected these threads in this work. Our empirical study
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let us probe what people thought was correct behavior for an uninvested third party, which we de-
termined not by asking participants to indirectly self-report, but by observing what choices people
selected for a third party agent in a nuanced choice environment. Formalized fairness metrics repre-
sented our quantitative, concrete hypotheses for what algorithms could be driving people’s behavior.
Then, an inverse reinforcement learning model let us extract those cognitive algorithms from peo-
ple’s actions. These components, key to computational cognitive science methodology, were needed
to answer our question: what are the implicit algorithms driving what people think is correct behav-
ior in serving diverse others?

Finally, the question in Chapter 3, “How do we make inferences about others’ preferences from
their actions?” suits the computational cognitive approach particularly well. Social inferences are
notoriously complicated and hard to describe, but computational models allow a compact repre-
sentation that is easy to understand and generates concrete predictions. There is a long history of
using computational cognitive models to describe aspects of pragmatics and evaluating the accuracy
of these models with empirical studies (e.g., Frank &Goodman, 2012; Goodman & Frank, 2016).
Though our study did not involve language, testing and modeling inference from pauses in decision-
making comes from the same lineage. We also drew from previous work studying the relationship
between preferences and response time specifically: see drift-diffusion models, and e.g. Konovalov
and Krajbich (2020). Thus, drawing from this background, we developed a computational cogni-
tive model to describe how people could infer others’ preferences from their response times, and
tested our model’s predictions with an empirical study. This work, with its inherent explanation of
underlying cognitive algorithms and testing of predictions, could not have been conducted under a
different methodological paradigm. Another benefit of this approach is that computational models
can be cumulative, easily integrating with and building upon previous additions. In studying the-
ory of mind inferences from response times, we add another verified description of the mechanisms
of social inference to our collective knowledge. Ultimately, the aim is to unify these descriptions
of specific phenomenon into a quantitative, complex, testable, and comprehensive model of social
interaction.

In summary, in this dissertation I formalize and test computational cognitive models of social col-
laboration, focusing on three problem areas. The first problem area focuses on the question “How
does collaborating with others modify how we recall information?” In navigating the world, people
have the choice to collaborate or work alone. These decisions are highly dependent on the benefits
and costs of collaboration (e.g., Colman, 1995, 2003), and this study investigates just how benefi-
cial or costly it is to work together: what the outputs are, against the background of studying what
mechanisms drive recall and how recall is affected by collaboration. The second problem area fo-
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cuses on the question “How do we decide what is best when people have different preferences?” For
almost any group decision we find ourselves a part of, people will have different preferences. Un-
derstanding what is best to do in that context is an essential human question, and one that strongly
influences whether people will choose to be part of the group and collaborate at all. This study inves-
tigates what choices people think an uninvested third party should make when they are responsible
for helping a group. The third problem area focuses on the question “How do we make inferences
about others’ preferences from their actions?” Collaborating with others is always something of a
mine(mind)field: others’ true preferences, goals, and beliefs are never directly observed, but are in-
stead inferred via indirect actions like statements, decisions, and actions. Much of the art of social
interaction and collaboration is thus about making backward inferences from actions (even actions
as minor as “time before response”) to people’s more explanatory and fundamental values and be-
liefs (e.g., Baker et al., 2017). This study describes and tests a model of how people make inferences
about others’ preferences from their response times. Cumulatively, these three problem areas use
computational models to better formalize how people think and cooperate in a social world. I de-
scribe this work in Chapters 1, 2, and 3, then conclude.
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Chapter 1

1
Memory transmission in small groups and

large networks: an empirical study

When people try to remember information in a group, they often recall less than if they were re-
calling alone. This finding is called collaborative inhibition, and has been studied primarily in small
groups because of the difficulty of bringing large groups into the laboratory. To study the dynamics
of collaborative inhibition in large groups Luhmann and Rajaram (2015) constructed an agent-
based model that extrapolated from previous laboratory experiments with small groups. The model
predicts that collaborative inhibition should increase with group size. Here, we evaluate this model
by recruiting a large number of participants using crowdsourcing, allowing us to replace the artificial
agents in the model with people to study collaborative memory at larger scales.

It is perhaps surprising that people would process information differently if they are collaborat-
ing with others versus recalling words by themselves: one would think something as core as mem-
ory would not be impacted by others’ presences. However, the collaborative inhibition effect is
frequently observed (Rajaram& Pereira-Pasarin, 2010), and the agent-based model from Luhmann
and Rajaram (2015) provides an intriguing hypothesis describing the mechanisms of how collabora-
tion affects how people think and act. We were interested in empirically testing whether this model’s
predictions held true. We found that our empirical results did not match the model predictions:
there was not evidence for an increase in collaborative inhibition with group size, as was predicted by
the model.

6



We find these results motivating, both because it impresses the importance of testing hypothe-
sized models of cognition, and because it highlights the opportunity to develop models that can be
used to explain and eventually improve human cognition. If collaborative memory is consistently
worse than solo recall, then we can build that insight into society, and even use technology to help
engineer social environments to that end. In this chapter, I investigate the mechanisms of how col-
laboration affects recall, one of the many important components of social processing to understand
in improving collaboration.

The contents of this chapter are as yet unpublished; preliminary results from Experiment 1 were
presented at the Annual Conference of the Cognitive Science Society and appear in the Proceed-
ings of that conference (M. A. Gates et al., 2017). The referenced “we” includes my coauthors Jor-
dan Suchow (Stevens Institute of Technology) and Thomas L. Griffiths (Princeton University).
This work was funded in part by NSF grant 1456709 to T.L.G., DARPACooperative Agreement
D17AC00004 to T.L.G and J.W.S., and N.I.H. U.C. Berkeley Neuroscience Training Program
Grant to V.G.

1.1 This work is embargoed until publication, but seeM. A. Gates et al. (2017)
for preliminary results.
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Chapter 2

2
How to be helpful to multiple people at

once

When someone hosts a party, when governments choose an aid program, or when assistive robots
decide what meal to serve to a family, decision-makers must determine how to help even when their
recipients have very different preferences. Which combination of people’s desires should a decision-
maker serve? To provide a potential answer, we turned to psychology: what do people think is best
when multiple people have different utilities over options? We developed a quantitative model
of what people consider desirable behavior, characterizing participants’ preferences by inferring
which combination of “metrics” (maximax,maxsum,maximin, or inequality aversion (IA)) best
explained participants’ decisions in a drink-choosing task. We found that participants’ behavior
was best described by themaximinmetric, describing the desire to maximize the happiness of the
worst-off person, though participant behavior was also consistent with maximizing group utility
(themaxsummetric) and the IAmetric to a lesser extent. Participant behavior was consistent across
variation in the agents involved, and tended to become moremaxsum-oriented when participants
were told they were players in the task (Expt. 1). In later experiments, participants maintainedmax-
imin behavior across multi-step tasks rather than short-sightedly focusing on the individual steps
therein (Expt. 2, Expt. 3).

This problem area addresses the question “How do we decide what is best when people have
different preferences?” By repeatedly asking participants what choices they would hope for in an op-
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timal, just decision-maker, and carefully disambiguating which quantitative metrics describe these
nuanced choices, we help constrain the space of what behavior we desire in leaders, artificial intelli-
gence systems helping decision-makers, and the assistive robots and decision-makers of the future.
I consider our results important for the particular question we answered: distributing resources is
both a common and often-contentious collaborative activity, and thus developing explicit models
of what people prefer could be key to improving these interactions. However, I consider this work
even more important as an example of a question class, in which human preferences are quantita-
tively queried and described. Humans are incredibly complex, and have different intuitions about
what should be done or what is fair in many domains. Querying humans, and making quantitative
models that describe their preferences, seem like potentially critical steps for developing artificial
intelligence systems that are aligned with human values.

The contents of this chapter are published in the journal Cognitive Science (V. Gates et al., 2020).
The referenced “we” includes my coauthors Thomas L. Griffiths (Princeton University) and Anca
D. Dragan (University of California, Berkeley). Special thanks to Professor Anant Sahai for sug-
gesting the conditions in Experiment 1, and we thank various members of the Center for Human-
Compatible Artificial Intelligence for helpful comments. This work was funded in part by NSF
grant 1456709 to T.L.G. and N.I.H. U.C. Berkeley Neuroscience Training Program Grant to V.G.

2.1 The full version of this work is available in V. Gates et al. (2020).
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Chapter 3

3
A rational model of people’s inferences

about others’ preferences based on response
times

There’s a difference between someone instantaneously saying “Yes!” when you ask them on a date
compared to “...yes.” Psychologists and economists have long studied how people can infer pref-
erences from others’ choices. However, these models have tended to focus on what people choose
and not how long it takes them to make a choice. We present a rational model for inferring pref-
erences from response times, using a Drift DiffusionModel to characterize how preferences in-
fluence response time and Bayesian inference to invert this relationship. We test our model’s pre-
dictions for three experimental questions. Matching model predictions, participants inferred that
a decision-maker preferred a chosen itemmore if the decision-maker spent less time deliberating
(Experiment 1), participants predicted a decision-maker’s choice in a novel comparison based on
inferring the decision-maker’s relative preferences from previous response times and choices (Exper-
iment 2), and participants could incorporate information about a decision-maker’s mental state of
cautious or careless (Experiments 3, 4A, and 4B).

This problem area delves into a fascinating area of collaboration: our internal models of what
other people are thinking, and how we infer this information from what they say or do. Specifically,

10



we investigated preference inference from response times, making a quantitative model to describe
this intuitive, commonplace phenomenon. This type of inference is so essential to collaboration that
certain types of communication require it: inferring preferences from pauses is both assumed and
required for some forms of veiled communication and humor. These types of inference models are
exciting both in that they can be described with relatively simple math, and also in their potential
applications to artificial agents. This work thus describes a final example of formalizing and testing a
computational cognitive model key to social collaboration.

The contents of this chapter are as yet unpublished. The referenced “we” includes my coauthors
Frederick Callaway (Princeton University), Mark K. Ho (Princeton University), and Thomas L.
Griffiths (Princeton University). This work was funded in part by John Templeton Foundation
[grant number 61454] to T.L.G.

3.1 This work is embargoed until publication, but see https://doi.org/10.31234/
osf.io/25zfx for the preprint.
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Chapter 4

4
Conclusion

We live in a complex world, which we navigate with the help of others. However, our social worlds
are also complex: from a young age, we learn to develop models of what other people think and
want, how they make decisions, and how they will cooperate or compete. By the time we reach
adulthood, we can fluidly and intuitively use these social models to collaborate with each other.
As society moves into the digital age, we moreover use and expect these models to be present and
functioning in our artificial intelligence systems.

When something goes wrong in our communication with each other, or one of our devices fails
to grasp a subtle social cue, people often find that making their social knowledge explicit is a difficult
task. However, computational cognitive science has developed tools to make this implicit knowl-
edge concrete. Formalizing mathematical models and testing them with empirical data has given and
continues to give us a better understanding of how human minds interact with each other. Further-
more, having these quantitative formulations of how people cooperate has applications not only
for improving human-human cooperation, but also for improving the algorithms in artificial intelli-
gence systems, so that they are more able to effortlessly communicate and collaborate with people.

In this dissertation, I formalized and tested computational cognitive models of social collabora-
tion, focusing on three problem areas. These problem areas are diverse, but are each important to
understanding and improving collaboration.

In Chapter 1, I investigated how people collaborate in recalling information. Psychological stud-
ies have shown that people recall less information together compared to when they are by them-
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selves, and Luhmann and Rajaram (2015) developed an agent-based model describing the mech-
anisms of how people remember words in groups and alone. I tested this computational model
by conducting a large-scale behavioral experiment, and comparing my results to the model’s pre-
dictions. I and my coauthors found that the empirical results and model predictions were not in
alignment, inspiring future work to develop more accurate models of how social collaboration can
affect memory. The question this work points to is broadly important: How does collaborating
with others modify how we process information? Memory is a context where we might not expect
collaboration to come into play, but developing models of how social interaction affect functions as
core as memory could result in insights that would affect many.

In Chapter 2, I investigated another facet of collaboration: determining people’s intuitive judg-
ments of how shared resources should be allocated among people. In this project, I and my coau-
thors developed a computational model of what people think should be done, in terms of how re-
sources should be allocated to diverse others. Participants completed multiple allocation tasks, and
we used an inverse reinforcement learning model to characterize their decisions in terms of four
fairness metrics. This work addressed the broad question of “How do we decide what is best when
people have different preferences?” The ubiquity of this question drives its importance, and the
more general approach of querying and developing quantitative models of what humans think is
good seems key to developing understandable and collaborative systems, both human and artificial.

In Chapter 3, I investigated how people infer others’ preferences from their actions, one of the
most intriguing and intuitive aspects of collaboration. This work drew from an intuitive example:
when someone instantaneously says “Yes!” when you ask them on a date compared to “...yes,” even
though the answer is the same, we can infer a lot about this person’s preferences from their response
time. Here, my coauthors and I presented a rational model for inferring preferences from response
times, using a Drift DiffusionModel to characterize how preferences influence response time and
Bayesian inference to invert this relationship, and tested the model’s predictions in three experi-
ments. The sheer intuitiveness and ease with which people execute inferences from pauses indicates
the pervasiveness of such cues in social interaction... which in turn indicates that being able to quan-
titatively describe and implement inferences of other people’s mental states, beliefs, and preferences
could be essential to developing collaborative artificial intelligence agents.

This work also has limitations. Each specific project has methodological limitations and limits
to what can be inferred from the results, which are discussed within the individual chapters. When
viewing the overall research scope, however, the most striking limitation (and opportunity for fu-
ture directions) is the inadequacy of addressing only three questions compared to the full breadth
of the topic. While I presented three problem areas that fit within the framework of computational
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cognitive models of social inference, there are innumerable others. Many of these unanswered ques-
tions are well-suited to computational cognitive science techniques and will fall neatly within the
framework. Other questions on social collaboration will call for more qualitative or observational
work, since computational models are often very good at describing, explaining, or unifying robust
phenomena but can shine less in the discovery stage (though on the other hand, they can offer pow-
erful predictions and hypotheses).

Diving in a little more, we are still left wanting with respect to the three overall questions we did
ask: “How does collaborating with others modify how we recall information?”, “How do we decide
what is best when people have different preferences?”, and “How do we make inferences about oth-
ers’ preferences from their actions?” Beyond the work described in Chapter 1, asking “How does
collaborating with others modify how we recall information?” immediately prompts the question
of how recall changes with factors other than group size. The established collaborative memory
paradigm has explored a number of variables, including the content of the presented information
(presenting words of similar or different categories), the presented information format (present-
ing words versus images), timing and retest, and relationships between participants (strangers, col-
leagues, partners) (see Rajaram and Pereira-Pasarin (2010) for a review). Yet what about factors like
discussion style, competitiveness, hierarchy, and group norms? It would be valuable to capture ex-
periences closer to reality. Relatedly, it may be worth relaxing the degree to which the experimental
conditions are controlled, and observing real-world collaboration to search for new insights: what
happens with collaborative recall versus nominal recall in actual brainstorming sessions of different
types? Before running new studies, it is also worth integrating current results into a comprehensive
computational model: our results from Chapter 1, for example, do not fit into the current collabora-
tive memory framework, and other patterns also likely need to be integrated.

There are similar limitations and directions for future work for the other problem areas. In Chap-
ter 2, we asked “How do we decide what is best when people have different preferences?” There
is an interesting distinction between what people say should be done and what people actually do
(Bostyn et al., 2018; FeldmanHall, Dalgleish, et al., 2012; FeldmanHall, Mobbs, et al., 2012; Tassy
et al., 2013). We analyzed what choices people selected for an uninvested third-party to make, which
was a more nuanced and likely more accurate description of what people think should be done com-
pared to self-reports (or placing participants in positions of self-interest). However, it would be
interesting to probe what people say should be done in our experiment and compare those results
with our findings in Chapter 2, especially since self-report is a common probe for “what people
think should be done.” Turning to a second future direction, we limited the scope of the study in
Chapter 2 in various ways, such as not analyzing negative utilities. An immediate future direction is
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to parametrically extend our study, using the existing paradigm. More broadly, answering the ques-
tion of what people think is best when people have different preferences will require analyzing many
more scenarios. Mapping the distribution of normative preferences for other-benefitting decision-
making is likely to be time-consuming, assuming the results follow some of the trends that appear in
self-interested distribution, with differences observed across cultures (Rochat et al., 2009), situation,
and context (see Güroğlu et al. (2010) on the importance of intent and alternative options on fair-
ness in the ultimatum game). Yet people have an intuitive understanding of “what is correct,” both
on the individual level and also as a shared sense across humans (e.g. norms that an uninvested third
party should try to reduce deaths, “commonsense morality” from Finkel et al. (2001)). As Chap-
ter 2 illustrates, mathematical models can capture both the individual variation in people’s beliefs,
and the shared norms. It seems worthwhile to continue work in this direction: seeking to under-
stand what people think is best in a diverse population, using computational models to ground the
hypotheses and capture people’s revealed preferences. Excitingly, the artificial intelligence commu-
nity seems enthused by this line of thinking. Both Srivastava et al. (2019) and Yaghini et al. (2019)
use mathematical models to capture contextual human perceptions of fairness, portending future
exploration of intuitive human understandings of what is good.

In Chapter 3, we addressed a narrow version of the question “How do we make inferences about
others’ preferences from their actions?”, and many future directions surface from the narrowness of
our inquiry. In our case “action” meant “response time before making a decision,” but one can
imagine that “action” can be grounded out in concepts as broad as “any language utterance” or
“any decision.” An array of research questions opens from there. On the other hand, we can also
ask what questions are sparked from our specific study. Our work is interesting in that it requires
theory of mind: we asked what information people could infer about someone given they’d seen
them pause while making a decision, requiring thinking about other people’s thinking. It is fasci-
nating that researchers can build computational models that conduct this type of reasoning, and
that these inverted generative models can capture cognitive computations that often occur with-
out our explicit awareness (e.g. Ong et al., 2019). Work that extends our paradigm could build in
additional levels of inference (if Alice takes a while to make a decision, Bob infers that Alice has sim-
ilar preferences for the two items, and Carol infers Bob infers this but knows that Alice is actually
just flustered because of Bob watching her...). Future work could also continue building theory of
mind models in domains outside of response time: teaching (Shafto et al., 2014), evaluating decep-
tion (Shafto et al., 2012; Sobel & Kushnir, 2013), pragmatics (Goodman & Frank, 2016), and many
other areas (Jara-Ettinger, 2019; Shum et al., 2019) benefit from inverse generative models describ-
ing inherent cognitive algorithms.

15



As a final future direction, computational cognitive models of social collaboration have the po-
tential to improve artificial intelligence systems aimed at promoting human welfare. For the work in
Chapter 1 to be applicable to promoting human welfare, we will first need a stronger model of the
mechanisms of collaborative memory. Following this, people could be nudged in the correspond-
ingly beneficial direction, potentially by using assistive artificial intelligence systems to support
environments that would improve human recall. Depending on the research results, those inter-
ventions could include adding natural language processing bots to contribute to a discussion, or
gently nudging people away from first discussing as a group. Chapter 2’s work is useful towards
building artificial intelligence systems that act in accordance with human preferences, and inform-
ing human decision-makers about shared human preferences. However, for this work to be useful
to artificial intelligence systems, much more empirical work is needed to understand the underlying
algorithms driving human moral intuitions, and thus contribute to artificial intelligence systems
reasoning about humans appropriately. Chapter 3 describes a model of how people make inferences
about others’ preferences from response times. Many people implicitly have this knowledge, but
others (e.g. those with autism) may benefit from learning about it explicitly. Moreover, the greater
application in my mind is the contribution to theory of mind algorithms. Theory of mind, in the
sense of being able to infer others’ mental states (goals, beliefs, etc.) from others’ actions, may be
valuable in building good human-artificial intelligence collaborations (Fisac et al., 2020), since so-
cial inference is so useful in seamlessly understanding, interacting with, and assisting people. (See
Dafoe et al. (2020) for a “Cooperative AI” framework, in which theory of mind models are situated
within the cooperative capability of “understanding of [other agents, their beliefs, incentives, and
capabilities].”) However, when discussing ideas like preference inference, we should also ensure that
the work is applied in alignment with human values. We would probably want our artificial intelli-
gence systems to infer our preferences if the system is unsure what to do in a moral situation or if we
need help; we probably do not want our artificial intelligence systems to become so adept at personal
marketing that we spend money we do not have. To summarize, formalizing and testing models of
social collaboration is a fruitful approach for developing concrete and concise representations of the
mind’s computations, and also offers intriguing opportunities to improve collaboration between
people, and between people and assistive artificial intelligence. Throughout the development of
these artificial intelligence applications, we should ensure that they are serving human goals.

Overall, I have described work from three problem areas relevant to understanding and building
better models of social collaboration. These problem areas are diverse, illustrating the potential of
the space for future study and serving as exemplars for how formulating and testing computational
cognitive models can advance our understanding of how people collaborate. One of the great com-
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plexities of social collaboration is how simple it feels when we do it, compared to how hard we find it
to describe. My hope is that this work contributes to our described understanding of collaboration,
a fascinating venture in and of itself, and also will contribute to better interactions between humans
and human and artificial intelligence systems alike.
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